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Abstract:

The rapid integration of Artificial Intelligence (Al) across diverse sectors, particularly in the workplace, has yielded
efficiency gains and enhanced decision-making capabilities. However, the pervasive adoption of Al has raised
significant concerns regarding the privacy of employees. This systematic literature review seeks to comprehensively
explore the implications of Al on employee privacy. The study addresses three key dimensions: (1) evaluating the
extent to which Al technologies compromise or safeguard employee privacy; (2) elucidating the costs and benefits of
Al adoption in organizations to strike a balance with employee privacy considerations; and (3) discussing the varying
impact of advancing Al algorithms in the workplace on employee privacy. Drawing upon the privacy calculus
framework, the paper underscores the trade-offs organizations make in managing employees' privacy in the context of
Al integration. The discussion is grounded in an analysis of advancing Al algorithms and their dynamic influence on
the delicate balance between organizational efficiency and the protection of employee privacy. By addressing the
complexities inherent in this intersection, the research serves as a valuable resource for guiding further inquiry into
the evolving relationship between advancing Al technologies and preserving employee privacy.
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1 Introduction

"| feel like I'm being watched all the time. It's stressful knowing every keystroke is monitored." Another
employee mentioned, "The idea that my employer can track my movements and analyze my behavior
without my consent is deeply unsettling." These statements of employees published in the Pew Research
Center report (Faverio & Tyson, 2023; Rainie et al., 2022) highlight a growing anxiety among employees
about the pervasive use of Al surveillance in the workplace. The rapid integration of Artificial Intelligence
(Al) across diverse sectors, particularly in the workplace, has yielded efficiency gains and enhanced
decision-making capabilities. However, this pervasive adoption of Al has raised significant concerns
regarding the privacy of employees.

In recent years, in the last decade, the rapid pace of technological advancement has significantly
reshaped the business landscape (Cascio & Montealegre, 2016). This era is marked by an unprecedented
acceleration in computational capabilities, with computational power reported to double approximately
every 3.4 months, drastically enhancing the capabilities of Al across various sectors (Hao, 2019). By
2025, Al is projected to undertake 30% of global corporate audits, highlighting its growing role in everyday
business functions (World Economic Forum, 2016; McStay, 2020). Al's influence extends beyond mere
automation and efficiency and profoundly impacts how organizations manage and interact with their
workforce. It represents a pivotal shift in the workforce management paradigm, where algorithmic
management practices aim to transcend human limitations by augmenting intellectual and physical
capacities through the adoption of Al-based systems in organizational settings (Cram & Wiener, 2020;
Jain et al., 2021; Wiener et al., 2023). These systems, evolving from simple task performers to complex
decision-makers, promise a synergy where human and machine intelligence coalesce to enhance
productivity and decision-making processes (Benbya et al., 2021; Giermindl et al., 2022).

Al’s integration into organizational ecosystems brings numerous benefits, yet its extension into employees'
personal domains raises significant privacy concerns. Cardon et al. (2023) executed a sentiment analysis
of employees, where employees revealed their discomfort with Al-based evaluation tools as such tools
strip away the minimal existing privacy. The capacity of Al to analyze detailed human behaviours and
interactions introduces scenarios where surveillance can become overly intrusive, potentially leading to
the misuse of employee data (Mikhaeil & James, 2023; Markus, 2017). For instance, Al-driven tools like
the "WorkSmart" platform by Crossover, a smart-employment movement tracking system, or the
"FlowLight" system from a Swedish startup, which tracks employees through colored LEDs based on real-
time activity monitoring or "Silent Watch" that provides employers with data on every keystroke made by
employees, indicate a trend where employee monitoring tends to infringe on personal space and privacy
(Goyal, 2018; Zuger et al., 2017), raising critical questions about the balance between oversight and
overreach. Considering the invasive nature of Al systems in the workplace, regulatory bodies worldwide
are beginning to respond to these intrusive systems employed by organizations (Glasser & Forman,
2020). Hence, as Al continues to integrate across various organizational functions, the dual-edged nature
of Al in business, while offering substantial benefits, requires careful management to protect employee
privacy to avoid legal ramifications. This paper uses the privacy calculus framework, defined as a cost-
benefit analysis, where information would be disclosed if the perceived benefits outweighed the
associated risks (Culnan & Armstrong, 1999), examining the balance organizations must strike between
safeguarding employee privacy and leveraging Al's potential.

Despite the critical importance of addressing the privacy implications of such developments (Jain et al.,
2021), there remains a noticeable gap in the literature in the context of privacy concerns of employees
related to Al adoption in the organization (Giermindl et al., 2022). This review aims to address this deficit
by systematically examining the existing body of work on Al and privacy within the information systems
(IS) field, offering a detailed exploration of how Al impacts employee privacy using a privacy calculus
model. Our study utilizes an integrative literature review (Templier & Paré, 2015) to analyse the existing
scholarly work on the Al-employee privacy domain. This method is especially relevant in fields where
research is fragmented across diverse domains without a cohesive integration or comprehensive analysis
by scholars (Scully-Russ & Torraco, 2020).

In the context of Al and employee privacy, the current literature predominantly consists of systematic
reviews with a narrow focus on specific Al applications within organizational settings (e.g., Enholm et al.,
2022; Heyder et al., 2023; Mikhaeil & James, 2023; Marabelli & Newell, 2023; Sewak et al., 2021). While
valuable, these studies often lack a holistic view and do not construct a robust theoretical framework that
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adequately addresses the broad implications of Al on employee privacy. Our review uniquely addresses
this gap by systematically compiling and analyzing literature that spans multiple dimensions of Al
applications and their privacy implications, providing a broader perspective that has been largely absent in
current research. Furthermore, most existing studies lack a robust theoretical framework integrating
advancing Al technologies with the complex dynamics of employee privacy (Benbya et al., 2021; Jain et
al., 2021). Our work contributes significantly to this area by developing an overarching framework
synthesizing existing findings and guiding future research on the intersection of Al and privacy. This
framework particularly emphasizes the privacy calculus within organizational settings, which has not been
comprehensively addressed in previous reviews. Additionally, our review is designed to be of practical use
not just to academics but also to industry practitioners. By detailing specific implications for managing
privacy concerns in light of Al advancements, our review serves as a valuable resource for those tasked
with implementing and managing Al technologies in sensitive human-centric environments. This dual
focus on theoretical development and practical application ensures that our research provides actionable
insights and guidance, making it an essential reference for both scholarly inquiry and practical
implementation.

Our comprehensive review thus identifies key themes and constructs a robust profile of current research
at the nexus of Al and employee privacy. Through this enhanced comprehension, we formulate specific
research questions to guide further inquiry, ensuring a thorough exploration of this critical area.

RQ1: What is the current status of the research profile in the existing literature on the
intersection of Al and employee privacy?

RQ2: What are the research gaps and recommendations for scholars and practitioners in the
context of future research on the implications of Al for employee privacy?

To address these research questions, our integrative review on the theme of Al and employee privacy will
comprehensively examine both empirical and theoretical research conducted on this subject over the past
two decades in the IS journals dating back to 2000. Despite the term "Al and employee privacy" not
gaining widespread recognition until recent years, we have diligently accounted for potential publication
lags and conducted a thorough literature search across leading databases for peer-reviewed articles. In
response to RQ1, the first part of our review identifies, synthesizes, and presents a contemporary profile
of the existing literature on Al and employee privacy. This encompasses an analysis of annual publication
trends, coverage of studies and frameworks, and variables and measures related to the characterization
and evolution of the topic. For RQ2, the second part of our review focuses on delineating the accumulated
relevant research on Al and employee privacy from its inception to the present day. We described
research findings published in literature over the past two decades, presenting details from selected
articles in peer-reviewed journals during this timeframe to highlight gaps in the extant literature.

Building on these insights, we present potential avenues for future research and propose a state-of-the-art
framework for advancing research on the implications of Al for employee privacy. The structure of the
paper includes a brief background on the theme, a profile of existing literature, a description of the
methodological process used in the integrative review, an enumeration of key aspects discussed in the
literature, identification of gaps, formulation of future research themes, and recommendations. The paper
concludes with a comprehensive discussion of the study's theoretical and practical implications and an
acknowledgement of its limitations.

2 Conceptual Foundation

2.1 Artificial Intelligence

Al is traditionally seen as a system capable of processing external data, understanding it, and using this
understanding to act in ways like human thought processes. This approach aims to match or even exceed
human intelligence in specific tasks (Kaplan & Haenlein, 2019). Unlike simpler technologies that follow
fixed instructions, Al can learn from the data it encounters. This learning capability means Al can change
its actions over time without the requirement of reprogramming (Syam & Sharma, 2018). Because of this,
organizations are increasingly using Al in tandem with human intelligence to achieve better results.

Researchers have explored various ways to classify Al. One approach by Kaplan and Haenlein (2019)
divides Al into stages based on its complexity and processing capabilities: from basic, called artificial
narrow intelligence, to intermediate, known as artificial general intelligence, and finally advanced, termed
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artificial superintelligence. They also looked at Al through its functions: analytical tasks, those inspired by
humans, and those more human-like. In a related effort, Giermindl et al. (2022) grouped Al into four
categories based on the maturity level of Al algorithms: descriptive, predictive, prescriptive, and
autonomous. Though there are many types of categorizations, this sub-type is comprehensive, effectively
distinguishing between the nature of the technology and its application within organizational settings.

Descriptive Al involves algorithms that examine past events and their influence on the present (Wiener et
al., 2023). For example, an organization may use such Al to analyze historical sales data to identify trends
that inform stock management decisions. Predictive Al algorithms predict future developments by
analyzing past or real-time data and assigning probabilities to different scenarios (Bauer & Gill, 2023). A
practical application of predictive Al could be in the healthcare sector, where algorithms predict patient
risks based on their health records and ongoing treatment responses. On the other hand, prescriptive Al
uses advanced statistics, scenarios, and machine learning technigues to automatically generate decision
recommendations (Marabelli et al., 2021). In the field of logistics, prescriptive Al might suggest the best
routes for delivery drivers based on traffic conditions, weather, and delivery windows. Further,
autonomous Al algorithms autonomously derive complex decisions, execute them, and communicate
them based on self-learning processes, including learning from emotions (Mullins et al., 2022). This type
of Al can be seen in vehicles that navigate traffic and adjust routes in real-time without human
intervention. Drawing from these categorizations, our systematic review provides a framework that views
varying Al in relation to employee privacy as machines designed to mimic human intelligence in
performing tasks ranging from basic to autonomous functioning.

2.2 Employee Privacy and Privacy Calculus

The IS literature underscores the invasive nature of Al in the realm of people management, highlighting
significant privacy concerns (Hamilton & Sodeman, 2020; Schlagwein & Willcocks, 2023; Simbeck, 2019).
While the focus has traditionally been on the implications of Al applications for consumer privacy (Gunther
et al., 2017), there is a growing acknowledgement of its impact on employees as well. Privacy, as outlined
by Simms (1994), pertains to the extent of external access to an individual's personal details, intimate life
experiences, and innermost reflections. In a similar vein, employee privacy is understood as the
employer's agreed-upon and restricted insight into the physical, intimate, or cognitive facets of their staff
members (Ball et al., 2012). Yet, the escalating integration of advanced Al within organizational
frameworks has obscured this delineation of privacy. This obscurity stems from Al's continually changing
nature and growing capacity for intricate oversight, perpetually challenging an employee's expectation of a
secure and private work environment. Such challenges often result in heightened employee unease and
apprehension (Zhang et al., 2022). While earlier studies have touched upon the overarching merits and
drawbacks of Al (Heyder et al., 2023; Markus, 2017), there's a pressing call to probe deeper into the
effects of Al on employees' privacy (Jain et al., 2021; Nyman et al., 2023; Polyviou et al., 2023).
Additionally, the strategic use of advancing Al in management practices remains notably sparse in current
scholarly debates (Brynjolfsson & Mcafee, 2017). Algorithmic mechanisms, underpinned by rational
controls, oversee workers' actions and, at times, may infringe upon their privacy (Zhang et al., 2022).
Considering the above implications of Al on employee privacy and limited understanding in the scholarly
literature, reconciling comprehensive cost-benefit dynamics of integrating Al from the privacy calculus
framework becomes pertinent and requires further investigation.

The privacy calculus refers to a deliberate thought process wherein individuals weigh potential risks or
costs against the perceived advantages linked to divulging personal data (Mikhaeil & James, 2023). The
concept of privacy calculus emerges from foundational research in privacy that introduces a “calculus of
behavior” (Laufer & Wolfe, 1977). In this framework, individuals are seen as trading a measure of privacy
for some economic or social benefit based on their ability to manage any future consequences of their
decisions in the present. For example, a cost-benefit analysis of employees can be used to determine the
outcomes of providing personal information to organizations (Culnan & Bies, 2003; Bhave et al., 2020).
This approach has remained a popular conceptualization within the literature (e.g., Mikhaeil & James,
2023; Bélanger & James, 2020). Further, Laufer and Wolfe (1977) have identified three pivotal elements
that might unsettle this balance between cost and benefit: (1) entities might downplay the potential
ramifications of sharing data, especially when a valuable benefit is associated with the revelation; (2)
predicting the repercussions of such disclosures might be challenging; and (3) the emergence of
innovative technologies can shift the outcomes of such data sharing.
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With the advent of technologies capable of extracting micro-level information from users (Mikhaeil &
James, 2023), such as Al, the privacy-calculus framework holds prominence for analyzing how employees
weigh the costs of providing both work-related and personal information against the benefits that accrue to
them from such disclosures through Al.

The instrumentality of the privacy-calculus framework can be further explained in the context of Al. The
adoption of Al benefits the employees through accurate performance assessments but at the cost of
compromised privacy as these technologies pose risks of excessive personal information disclosure, such
as health details or personal messages, potentially beyond what is necessary for employers' access (Gal
et al., 2020). Therefore, while such data extraction can facilitate robust managerial decision-making, it
raises crucial concerns about how much decision-making compromises employee privacy (Mettler, 2023),
especially in the context of the varying nature of Al capabilities.

Considering such discussions on privacy concerns due to changing technologies in the workplace, our
research explores the evolving nature of Al technologies, which vary from descriptive to autonomous,
each possessing different capabilities for extracting and analyzing user data. This study reviews the
existing literature to identify gaps regarding Al and privacy and expands the discussion by examining how
incremental Al capabilities affect the privacy calculus in organizational settings. Specifically, how these
varying capabilities of Al influence the balance of costs and benefits for employees, affecting their privacy
assessments and the overall dynamics within the workplace.

3 Methodology

Integrative reviews present a significant opportunity to comprehensively assess the current state of
knowledge on a specific topic, catalyzing subsequent research endeavors (Torraco, 2016). Additionally,
these reviews enable the generation of novel perspectives that may not have been previously explored in
the existing literature. Importantly, they have the potential to exert a substantial influence on shaping both
practical applications and the future trajectories of the field (Okoli, 2015). Hence, we have utilized a
systematic literature review method in our study.

3.1 The Review Process

The review process consisted of six distinct stages, aligning with the established methodology for
systematic literature reviews to ensure comprehensive coverage of the relevant literature (Enholm et al.,
2022). Initially, a review protocol was developed, specifying the keywords and phrases chosen for the
study. Subsequently, the search strategy and inclusion and exclusion criteria were established to identify
the publications relevant to our review. The third stage involved searching for papers using predefined
keyword combinations. Critical assessments were conducted on the articles retrieved during the search,
followed by data extraction and synthesis of the findings. Further elaboration on these stages is provided
in the subsequent subsections (see Figure 1).

3.1.1 Protocol Development

The systematic exploration of the literature was initiated by formulating a review protocol, meticulously
crafted following the method elucidated in the Cochrane Handbook for Systematic Reviews of
Interventions (Higgins, 2008). Within this protocol, the fundamental research queries were formulated
concurrently with the strategic orchestration of the quest methodology, precise delineation of criteria for
inclusion and exclusion, and the rigorous imposition of quality standards. Furthermore, the protocol
explicitly dictated the chosen method for synthesizing the collected data. These inquiries that steered the
review process were discreetly characterized as follows: What circumstances engender or encumber the
adoption of Al within organizations? Through what mechanism does Al influence stakeholders' privacy?
How does Al adoption have implications for employee privacy calculus? These research questions were
the foundation for guiding subsequent steps, including selecting appropriate sets of keywords and data
sources.

3.1.2 Inclusion and Exclusion Criteria

The systematic literature review incorporated a set of rigorously defined inclusion and exclusion criteria to
delineate its boundaries. The inclusion criteria encompassed studies with a primary focus on elucidating
the potential of Al on privacy or investigating Al's adoption and utilization within organizational contexts.
Studies emphasizing the technical dimensions of Al, such as its infrastructural aspects or the comparative
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analysis of distinct models, fell beyond the purview of the selected papers. No temporal boundary was set
in terms of years. Hence, the search results comprised results across years. However, it was noted that
primary results comprised research papers after 2010, emphasizing the wealth of innovative and novel Al
applications that materialized within the last decade. Language restriction constituted an additional
criterion, as only publications in the English language were considered within this review. This criterion
ensured linguistic accessibility and effective comprehension for a wider readership. The systematic
literature review granted exclusive attention to peer-reviewed publications, notably journal articles and
conference proceedings. These publication types aligned best with scholarly rigor and peer scrutiny.
Conversely, categories of publications such as book series, dissertations, reports, and web-based content
were systematically excluded. This selective approach sought to maintain the elevated academic
discourse and reliability standards throughout the review process.

3.1.3 Data Sources and Search Strategy

The initial step in our search strategy involved formulating search strings, and two distinct sets of
keywords were curated. The first set comprised keywords pertinent to Al and its affiliated technologies,
while the second set was constructed to encapsulate privacy and its related terms, secrecy,
confidentiality, or solitude. Subsequently, these keyword sets were amalgamated, allowing the use of
Boolean and proximity operators to streamline the search process. These concatenated search terms
were then employed in each of the thirteen primary information systems journals, comprising Information
System Frontier, Decision Support Systems, European Journal of Information Systems, Information &
Management, Information and Organization, Information Systems Journal, Information Systems
Research, Journal of the Association for Information Systems, Journal of Information Technology, Journal
of MIS, Journal of Strategic Information Systems, MIS Quarterly, and Communications of the Association
for Information Systems, using the electronic databases, encompassing, Scopus, Emerald, Taylor and
Francis, Springer, Web of Science, ABl/Inform Complete, IEEE Xplore, and the Association for
Information Systems (AIS) eLibrary. This comprehensive approach aimed to ensure the exhaustive
inclusion of all pertinent articles in our review. The data collection initiative was initiated on August 15,
2023, and was finalized on September 15, 2023.

3.2 Data Filtration

3.21 Quality Assessment

Following the initial eligibility check, one of the co-authors extracted the whole data. Two other co-authors
independently assessed the selected papers comprehensively. Their evaluation encompassed various
criteria, including scientific rigor, credibility, and relevance. Scientific rigor pertains to applying an
appropriate research methodology within the studies. Credibility focuses on the overall believability of the
research and the effectiveness with which the findings are presented. Lastly, relevance gauges the extent
to which the findings are pertinent to the academic community and organizations involved in Al initiatives.
This multifaceted evaluation aimed to ensure that the remaining papers would offer substantial value to
the review. Subsequent to this assessment, 81 papers were retained for the subsequent data extraction
and synthesis phases.

3.2.2 Data Extraction and Synthesis of Findings

To facilitate the synthesis of findings, we constructed a concept matrix. This matrix served as an
organizational tool to categorize the selected studies. It involved meticulously examining the papers, with
the gathered information systematically structured within a spreadsheet. This method enhanced our
capacity to draw comparisons across studies and elevate their findings to higher-level interpretations. The
studies were scrutinized about the following focal areas: the adoption and utilization of Al in an
organizational context, and the link of Al and its related technologies in privacy. Further, the screening of
the papers corresponding to employee privacy was determined. In the matrix, we recorded essential
information, including research methodology, pertinent definitions, the scope of analysis, key findings,
employed theories, the investigative context, and other noteworthy concepts from each paper. To
eliminate any possibility of selection and screening bias, the entire literature screening and selection
process was conducted by two authors separately. The high value of the inter-rater reliability score
(kappa= 0.87) ensures the consistency and reliability of the overall methodological process. Further, in the
case of disagreement on selecting any research study, the authors reached a final decision through
mutual consent. Subsequently, through an iterative approach, all co-authors collaboratively reached a
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consensus regarding categorizing contexts and incorporating additional dimensions required to capture
pertinent data comprehensively. Each of the remaining 55 papers was systematically analyzed and
integrated into the concept matrix, paving the way for the subsequent synthesis of findings in Figure 1.

4 Synthesis of a Growing Body of Al-privacy Literature

4.1 Key Findings from the Review of Existing Literature

The last two decades have witnessed a transformative journey in IS research, focusing on diverse aspects
ranging from effective Al systems to the intrusive nature of technology having economic implications,
ethical concerns, and societal impacts.

Our review includes studies that probe the intersection of Al with human decision-making and
organizational efficiency. For example, several debates have been arranged on the ratification of
balancing algorithmic technology with human intelligence, which impacts decision-making processes
(Lyytinen & Grover, 2017; Markus, 2017). These discussions are linked directly to economic outcomes as
they influence organizations' strategies to maximize efficiency and minimize costs. Additional research
has enriched our understanding of how Al technologies specifically affect economic aspects within
organizations (Benbya et al., 2021; Enholm et al., 2022). Studies on the Internet of Things (Nicolescu et
al., 2018) and social media (Kapoor et al., 2018) demonstrate how integrating these technologies can
drive significant economic benefits through enhanced data analytics and improved user engagement.
Further, the review includes studies comprising analysis of people analytics' expanding role in human
resource management (Giermindl et al.,, 2022), illustrating its potential to transform traditional HR
functions into strategic activities that directly contribute to the bottom line. We have also incorporated the
studies that examine the challenges and opportunities of conversational agents (Diederich et al., 2022)
and innovative technologies like neuro-based decision support systems for employee recruitment (Zazon
et al., 2023), which can significantly reduce hiring costs and increase precision in candidate selection.
Additionally, our review covers studies on gig workers' perceptions of algorithmic control with a focus on
privacy (Wiener et al., 2023), emphasizing economic implications on employee satisfaction and retention.
The adoption of Identity-as-a-Service for identity and access management (Mikhaeil & James, 2023) and
the impact of feature-based explanations in modern Al systems on user decision-making (Bauer et al.,
2023) are also included, illustrating how Al can streamline operations and reduce costs related to security
and user training. Our review also encompasses studies that discuss the rise of connected workplace
surveillance (Mettler, 2023) and the unintended control and exploitation of digital trace data tools (Nyman
et al., 2023), underscoring the economic implications of surveillance technologies in terms of both
operational efficiency and potential risks to employee trust and corporate reputation.

As the IS field transitions to an era marked by big data-driven transformations, the ethical dimensions of
Al in the IS domain have garnered significant attention in the literature. A foundational study by
Wakunuma and Stahl (2014) underscores the importance of foresight and future research in addressing
these ethical issues, particularly concerning the intersection of technology and human actors within socio-
technical systems. Our systematic review includes studies that illuminate the ethical concerns that surface
from various technology applications. For instance, integrating wearable devices in corporate wellness
programs raises questions about how much surveillance an employer can exercise over an employee’s
personal health data (Yassaee et al.,, 2019). Similarly, implementing the General Data Protection
Regulation (GDPR) has significant implications for start-up companies focused on Al innovation,
spotlighting the tension between regulatory compliance and technological advancement (Martin, 2019a).
The discussion extends to the severity of whaling cyberattacks and their ethical ramifications (Pienta et
al., 2020), emphasizing the need for robust security measures that do not infringe on personal privacy.
The literature also explores the delicate balance between leveraging analytics for business benefits and
protecting individual privacy. Studies such as those by Alter (2020) critique the invasive potential of
"smart" technologies, while Young et al. (2020) investigate the ethical implications of advanced IS
programs on stakeholders' privacy.

Further research delves into technology-mediated control (Cram & Wiener, 2020), augmented intelligence
(Jain et al., 2021), and algorithmic decision-making systems (Marabelli et al., 2021), each presenting
complex ethical challenges in the workplace, such as the dilemma posed by non-explainable Al systems
(Asatiani et al., 2021). Moreover, the synthesis examines the studies that emphasize the applications of
deep reinforcement learning in enhancing cybersecurity measures (Sewak et al., 2021) while concurrently
addressing the ethical considerations necessary in IS research (Mirbabaie et al., 2022). By incorporating
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studies focused on the ethical management of human-Al interactions and the socio-materiality of
workplaces (Heyder et al., 2023), the review list the studies that provide a comprehensive exploration of
the diverse ethical perspectives essential for navigating the digital landscape responsibly.

Our systematic review has included a series of influential studies that also shed light on the social impacts
of Al on employee privacy, providing a comprehensive understanding of the intersection between
technology and human actors. One such study by Mitrokotsa et al. (2010) explicitly highlights the data
security vulnerabilities associated with RFIDs, providing a foundational understanding that has guided the
development of more efficient countermeasures to enhance RFID system security. This sets the stage for
addressing broader social implications, such as the governance challenges in technology-mediated
knowledge sharing, which present a comprehensive view of the evolving Al landscape. Our review also
includes research by Okeke and Eiza (2022), which explores challenges preventing internal identity theft-
related crimes in the UK retail sector. This study contributes to understanding the risk associated with
identity loss due to technological advancements. Furthermore, examining phishing vulnerabilities among
employees (Wright et al., 2023) and the implications of the EU's GDPR (Labadie & Legner, 2023)
captures the evolving complexities of employee privacy in the digital age. Additional included studies such
as those on cloud computing adoption challenges (Polyviou et al., 2023), the influence of paternalistic
leadership on information security policy compliance (Zhu et al., 2023), and the application of Al
governance in the energy sector (Papagiannidis et al., 2023) provide insights into contemporary
challenges and opportunities. These studies underscore the social dynamics influenced by Al, revealing
how technological governance can impact organizational behavior and employee interactions. Lastly, our
synthesis covers the barriers to responsible Al implementation (Merhi, 2023), the transition from Al ethics
to governance (Koniakou, 2023), and the distinguishing of Al ethics issues from conventional IS
applications (Niederman & Baker, 2023). These topics offer a panoramic view of the evolving IS
landscape, emphasizing the social ramifications of Al technologies in various sectors and their
implications for employee privacy and organizational practices.

This comprehensive synthesis highlights the evolving themes of economic, ethical, and societal
implications linked with Al-employee privacy concerns. It underscores the need to examine the benefit-
costs for employees associated with the employment of Al in organizational settings in the ever-changing
digital landscape, as discussed below.

4.2 Privacy Calculus and Advancing Al

This section explores the varying impacts of the advancing nature of Al technologies on employee privacy
calculus, as detailed in Table 2. As organizations increasingly adopt Al-driven processes, understanding
how each type of Al technology—descriptive, predictive, prescriptive, and autonomous—interacts with and
influences employee data privacy calculus becomes critical. By delving into each technology’s specific
characteristics and effects, we aim to provide a nuanced understanding of how Al shapes employees'
privacy calculus, balancing operational gains and privacy safeguards.

421 Privacy Calculus and Descriptive Al

Descriptive Al technology, utilized in organizational settings for employee surveillance and job evaluation,
primarily functions by monitoring and analyzing workplace activities. This technology systematically
collects data on employee actions, which is then processed to identify patterns and trends that aid in
performance evaluation and operational decision-making (Wiener et al., 2023). Integrating descriptive Al
in the workplace could benefit employees by enhancing fairness and efficiency in daily operations. This Al
technology offers a clear, objective overview of their activities, which supports transparent and data-driven
decision-making. Such an environment ensures that performance evaluations are based on quantifiable,
unbiased data rather than subjective opinions, which can often be influenced by personal bias or
incomplete information. This level of objectivity in assessing performance could help to ensure that all
employees are evaluated fairly, promoting a sense of equity and trust within the team. Moreover,
descriptive Al contributes to overall operational efficiency, streamlining workflows and identifying areas for
improvement. This not only helps employees focus on their most impactful tasks but also reduces the
unnecessary stress of manual tracking and self-reporting, allowing them to dedicate more energy towards
creative and strategic functions.

Despite its advantages, deploying descriptive Al raises significant concerns, particularly regarding
employee privacy. The extensive data collection required by such Al systems can lead to over-
surveillance, potentially encroaching on personal spaces and diminishing trust within the workplace. For
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instance, Microsoft's “workplace analytics” monitor the employees’ basic job-related data such as time-
spent on websites, email response rates, and speed of writing emails (Wujciak, 2019). With such
technologies, employees may feel that their personal interactions are being intrusively monitored when Al
systems continuously analyze their emails and communications for productivity assessments. This
perception can erode trust and contribute to a stressful work environment (Cardon et al., 2023). Moreover,
managers might develop unwarranted confidence in the system’s outputs, possibly overlooking its
limitations. An example is the reliance on Al-driven performance metrics, which may fail to consider the
context of team dynamics and individual challenges, leading to misinterpretations and unfair evaluations
of employee performance. Such scenarios underscore the need for critical oversight of privacy
considerations in implementing descriptive Al technologies in the workplace.

4.2.2 Privacy Calculus and Predictive Al

Predictive Al, characterized by its capability to forecast future developments through historical or real-time
data analysis, plays a crucial role in organizational decision-making. This technology utilizes sophisticated
algorithms to predict outcomes and assign probabilities to future scenarios, enabling continuous
monitoring and valuable insights supporting management decisions (Bauer & Gill, 2023). The integration
of predictive Al in business processes offers substantial benefits. Firstly, predictive Al's ability to anticipate
future trends and analyze potential scenarios empowers employees to be more proactive rather than
reactive. This foresight allows them to prepare better for upcoming changes, which can reduce the stress
and uncertainty often associated with rapidly changing workplace demands. Additionally, by leveraging
predictive Al to optimize operations and tailor marketing strategies, employees can engage in more
targeted and efficient work practices. This efficiency not only improves productivity but also enhances job
satisfaction as employees can see the direct impact of their work in driving the company's success.
Predictive Al's role in risk management also provides a safety net that helps ensure that employees are
not caught off-guard by potential disruptions. This can lead to a more stable work environment where
employees feel secure and supported in their roles. Furthermore, predictive Al allows employees to
contribute more strategically to the organization. By providing insights and data-driven predictions,
employees are equipped with the tools necessary to make informed decisions and offer valuable
contributions to strategic discussions. This elevates their role within the organization and fosters a sense
of accomplishment and career growth, as they can directly influence key business outcomes.

Despite its advantages, deploying predictive Al introduces several privacy challenges, primarily due to the
complexity and obscurity of its underlying algorithms. As these algorithms become increasingly intricate,
understanding and interpreting the basis of their predictions becomes more challenging (Martin, 2019b).
For example, Amazon’s tracking system monitors the movement of workers at the workplace to evaluate
their efficiency (Lecher, 2019), this Al system could categorize these employees based on their
productivity, which could further facilitate decision-making for human managers. Similarly, the Amazon
wristbands can record the precise hand movement of the workers while they retrieve or steer the items at
the requisite location within the warehouse (Yeginsu, 2018), thus generating insights into process
efficiency. Though employers resort to various measures entailing second-generation Al to keep a tab on
the continuous activities of employees through wearable sensors, cameras, and smartphones (Goyal,
2018) for facilitating decision-making through processed insights, such predictive Al systems have
extreme potential to violate the privacy domain of the employees.

4.2.3 Privacy Calculus and Prescriptive Al

Prescriptive Al, characterized by algorithms that automatically generate decision recommendations using
advanced statistics, scenarios, and machine learning techniques, introduces a transformative approach to
organizational decision-making (Marabelli et al., 2021). This technology leverages complex models to
provide data-driven recommendations, enhancing decision-making across various business contexts.
Incorporating prescriptive Al within organizations offers benefits that are multifaceted and impactful. By
automating the decision-making processes that typically require extensive data analysis, prescriptive Al
significantly reduces the cognitive load on employees. This allows staff to allocate more time and energy
towards creative and higher-level strategic tasks, rather than getting bogged down by the often tedious
and time-consuming aspects of data crunching and scenario analysis. Furthermore, prescriptive Al's
ability to analyze multiple scenarios and predict outcomes enables employees to work with a higher
degree of confidence in the decisions they make or support. This is particularly crucial in dynamic
environments where swift, accurate decisions can differentiate between success and failure. With
prescriptive Al, employees can rely on data-driven recommendations, reducing uncertainty and enhancing
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their capability to respond effectively to changing conditions. This boosts individual performance and
enhances overall job satisfaction as employees feel more empowered and supported by reliable,
intelligent systems.

However, the use of prescriptive Al comes with notable privacy challenges, primarily stemming from the
complexity of its algorithms. These algorithms can be so intricate that they exceed the comprehension
abilities of the employees and managers interacting with them. Without a clear understanding of the
algorithm's rationale, these recommendations may be perceived as arbitrary or misguided, leading to
resistance or incorrect implementation (Gal et al., 2020). For instance, as we extend on our example of
Amazon that utilizes evolving Al artefacts in the workplace, the workers in the Amazon fulfillment centre
who are unable to meet productivity quotas are automatically sent warnings or termination letters without
any human interference through the recording and accounting of invasive details of employees, such as
their “off-task” time and thus, placing tracking-and-firing power in the hands of Al systems (Tangermann,
2019). Such Al has the externalities of active ability to penetrate non-relevant aspects of employees,
infiltrate private information, and even employ unethical methods for inquiry of employees (Stahl & Wright,
2018). Another example of such technological usage is from Walmart. In 2018, Walmart patented an Al
system with “sound sensors”, which surreptitiously listen to subtle sounds such as an employee's greeting
of guests, conversations of the guests in line, rustles of the bags, and beeps of scanners at the check-out
line, to track the performance of employees and augmenting autonomous decision-making for their job
appraisals (Saha, 2018). Hence, the impact of technology control on employee decision-making and the
high risks of succumbing to private information could drastically alter the employee privacy calculus for
such prescriptive Al systems in the organization.

4.24 Privacy Calculus and Autonomous Al

Autonomous Al, characterized by its ability to autonomously derive complex decisions, execute them, and
communicate outcomes based on self-learning processes, including emotional learning, introduces a
transformative yet challenging dimension to organizational operations (Mullins et al., 2022). This
advanced technology manages and regulates activities with an extensive understanding of emotional
nuances, enhancing the adaptability and responsiveness of organizational processes. The primary benefit
of autonomous Al lies in its ability to automate complex decision-making processes, significantly
enhancing workplace efficiency and adaptability. This automation frees employees from the monotony and
potential errors associated with routine decision-making tasks and allows them more time to focus on
more creative, strategic, and intellectually stimulating aspects of their roles. Moreover, the capacity of
autonomous Al to adapt and respond in real-time to changing conditions can create a more dynamic and
responsive work environment (McStay, 2020). This adaptability helps ensure that organizational
processes remain efficient and effective, directly contributing to a more secure and prosperous work
setting for employees.

However, deploying autonomous Al also presents significant challenges, primarily related to its opaque
nature. The intricate algorithms and self-learning capabilities that enable autonomous Al to act without
human intervention can make its decisions and actions difficult to trace and understand. This obscurity
can lead to a lack of accountability, creating feelings of powerlessness among employees and challenges
in managerial oversight. The difficulty in tracing decisions back to a rationale can foster information
asymmetries, obscure organizational power structures, and complicate governance processes.
Furthermore, there is often a notable level of resistance or aversion to algorithms among employees, who
may distrust or fear the implications of such technology on their roles and privacy.

4.3. Alternatives to Mitigate the Privacy Concerns

To address the privacy concerns associated with Al, the existing IS literature suggests a multi-faceted
approach that emphasizes transparency and managerial accountability to integrate specific mechanisms
and technologies aimed at safeguarding privacy.

One such strategy involves designing mechanisms of information disclosure that communicate how data
is used and highlight the benefits of such disclosure to increase user trust and compliance. Mikhaeil and
James (2023) emphasize the importance of clearly articulating the advantages of information sharing to
encourage more informed and favorable attitudes toward data use in Al systems. Additionally, the
development of technologies such as explainable Al is critical to reducing the information asymmetry
between users and algorithms (Bauer et al.,, 2023). This approach aims to make Al decisions more
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transparent and understandable to users, thereby fostering trust and reducing apprehensions about Al
processes.

Moreover, using technologies like RFID, as discussed by Mitrokotsa et al. (2010), can enhance the
security of user data, providing robust protection against unauthorized access and misuse. Executing
design principles that enhance information transparency is another vital step in addressing privacy
concerns. Lyytinen and Grover (2017) outline the importance of implementing such principles to improve
how information is presented and accessed, enabling better user understanding and management of
privacy risks. Furthermore, planning alternatives that balance the privacy costs with the benefits derived
from the information provider is essential. Nicolescu et al. (2018) suggests that carefully weighing the
trade-offs between privacy and the advantages of data disclosure can lead to more equitable and
acceptable data practices. This involves evaluating how the benefits of Al can be maximized for users
(including employees) while minimizing the intrusion into their personal data.

Despite these proposed measures, it is evident that they may not be adequate to minimize the risks
associated with the advancing adoption of Al in organizations and its implications on employee privacy. As
Al technologies become more integrated into organizational processes and decision-making, the
challenges of ensuring privacy, accountability, and ethical compliance become more complex and
demanding. This necessitates ongoing research, updated regulatory frameworks, and continuous
improvement in Al governance practices to ensure that the benefits of Al are leveraged responsibly while
mitigating potential risks to employee privacy and organizational integrity.

5 Research Gaps and Future Research Areas

This section presents the research gaps in the existing literature and future research opportunities for
scholars working in the domain of IS and Al from the systematic literature review.

51 Multiple Al Definitions and its Varied Classifications

The swift advancement of Al has created a significant challenge due to the lack of a consistent definition
and classification system. As Al continues to develop, its conceptual boundaries become increasingly
complex, complicating the task of distinguishing its various forms. This inconsistency in definitions and the
multitude of Al types contribute to an ambiguous and dispersed understanding of the implications of Al
and its diverse classifications. Academic discourse on Al reflects this uncertainty. For instance, Kaplan
and Haenlein (2019) advocate for a four-category classification of Al, while other scholars propose a
three-tiered approach, further adding to the complexity of comprehending Al's multifaceted nature. We
have adopted the four types of advancing Al outlined by Giermindl et al. (2022) as this classification
provides a relatively clear demonstration of the capabilities of Al to perform varied functions and has been
recognized in recent work within the IS journal.

Through our systematic review, we suggest that the distinct characteristics of different Al types
necessitate a meticulous examination of the contractual frameworks that organizations employ when
adopting these technologies. The inconsistency in defining or classifying Al types requires a need for a
unified definition to ensure a consistent understanding and to grasp its implications on employee behavior.
Hence, to effectively address the evolving use of Al in the workplace, it is imperative for future Al and IS
researchers to conduct comprehensive investigations into how different Al categories impact employee
behavior.

The current lack of clear definitions and distinctions among Al categories complicates the governance of
these technologies, which can profoundly influence how employees interact with Al and adapt to new
workflows and decision-making processes. Such research is crucial for developing more sophisticated
and effective strategies to manage the complex dynamics between Al technology and employees’
perception toward it. By doing so, researchers can ensure that advancements in Al are implemented
responsibly and ethically, fostering an environment where technological innovation supports
organizational goals and employee well-being. This proactive approach will enhance understanding and
guide the development of best practices for Al use across industries.

5.2 Complexity of Al-privacy Integration

Previous research has extensively highlighted both the positive and negative effects of generic Al on
employee privacy, identifying its capacity to enhance operational efficiencies and its potential to infringe
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on personal privacy (Dincelli & Yayla, 2022; Mettler, 2023; Vial, 2019). These studies have set a
foundational understanding of Al's broad impacts within organizational contexts but have often left the
deeper, more specific implications of advanced Al technologies less explored.

In response to this gap, our comprehensive review examined 55 studies focusing on the analytical
maturity of Al technology and its specific implications for employee privacy. We observed a significant
evolution in Al's capabilities, transitioning from basic, request-driven historical reporting to more
sophisticated, predictive, and algorithmic applications that increasingly influence various aspects of
organizational operations (Mettler, 2023; Bauer & Gill, 2023). This shift, illustrated in Table 1, highlights
the complexities and developmental stages of Al technology, providing critical insights into how the
maturation of Al affects privacy considerations.

However, as Al systems become more dynamic and their operational processes grow in complexity—
often surpassing human cognitive capabilities—traditional privacy safeguards may prove inadequate
(Marabelli et al., 2021; Yassaee et al., 2019). The advancement of Al technologies necessitates a
reassessment of current data governance and contractual frameworks to ensure they are robust enough
to protect employee privacy in this rapidly evolving landscape.

Therefore, future Al and IS researchers must focus on thoroughly investigating the specific impacts of
advancing Al on employee privacy. This involves exploring how emerging Al functionalities, which include
complex algorithmic processes and extensive data utilization, could undermine existing privacy
protections (Liu et al., 2022). Researchers need to develop and suggest adaptable, innovative privacy
solutions that are capable of coping with the increased sophistication of Al technologies. Such studies are
crucial for enhancing our understanding of the nuanced relationship between Al advancement and
employee privacy, and for developing strategic frameworks that align technological innovation with ethical
standards and privacy protections in workplaces. This focus will contribute to the academic discourse and
provide practical guidance for organizations aiming to implement Al responsibly.

5.3 Need for Distinct Privacy Calculus of Employees

This systematic review of IS literature underscores a notable gap in exploring employee privacy calculus
within the context of advancing Al technologies in organizational settings. Although the benefits and costs
to employees regarding data sharing are well-documented (Nicolescu et al., 2018), there remains a
significant need to understand how various Al technologies, each with unique information processing and
exchange capabilities, impact the psychological contracts of employees due to privacy breaches.

Descriptive Al primarily functions in organizational settings to monitor and report on employee activities.
Highlighted in the works of Wiener et al. (2023), it provides managers with a clear view of workforce
dynamics, enhancing transparency and efficiency. However, its continuous monitoring could be perceived
as intrusive, fostering privacy invasion concerns and potentially decreasing employee satisfaction and
morale due to the feeling of being constantly watched, which could also lead to legal concerns over
privacy rights (Jain et al., 2021). Predictive Al uses historical data to forecast future outcomes, allowing
organizations to plan effectively and anticipate future trends and behaviors. Bauer and Gill (2023) note
that while this technology aids informed decision-making, the assumptions and biases within the
algorithms can perpetuate existing prejudices, raising ethical concerns about fairness and discrimination.
This can undermine employee trust in the fairness and integrity of Al-driven evaluations and decisions.

Prescriptive Al goes further by suggesting specific actions based on its analyses (Marabelli et al., 2021).
While it enhances decision-making by providing optimized solutions, it also raises significant questions
about employee autonomy. There is concern that such Al could diminish human decision-making roles,
potentially leading employees to feel that their professional judgment is being undermined or replaced by
automated processes, thus impacting their psychological contract with the organization. Autonomous Al
(Mullins et al., 2022), operates with a high degree of independence and deeply integrates into personal
and professional aspects of employees' lives. While it can significantly enhance efficiency and
adaptability, its capacity to make decisions autonomously can be seen as highly intrusive, raising
substantial privacy and trust concerns among employees. The fear that Al might make crucial decisions
without human oversight or ethical consideration can lead to resistance from the workforce.

In essence, each Al technology presents distinct benefits and challenges to organizational settings,
particularly regarding employee privacy. These dynamics necessitate careful management to ensure that
Al deployments align with ethical standards and respect employee privacy and autonomy. This
understanding underscores the need for a more elaborate framework linking the progression of Al
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technologies with the concept of employee privacy calculus. As Al continues to evolve, organizations face
the challenge of addressing unforeseen privacy consequences, requiring ongoing vigilance and adaptive
policy measures. This discourse on employee privacy calculus in the context of Al is still developing
(Mikhaeil & James, 2023).

Table 1. Al Implication on Privacy Calculus of Employees

Al maturity
level

Descriptive Al

Predictive Al

Prescriptive Al

Autonomous Al

Characteristics

Al algorithms
examine past events
and their influence on
the present (Wiener
et al., 2023)

Al algorithms predict
future developments
by analyzing past or
real-time data and
assigning
probabilities to
different  scenarios
(Bauer & Gill, 2023)

automatically
generate
recommendations
using
statistics,
and machine learning
techniques (Marabelli
etal., 2021)

algorithms | Al

autonomously
complex
execute
communicate
based on self-learning
processes,
emotions
(Mullins et al., 2022)

decision

advanced
scenarios,

algorithms

derive
decisions,
them, and
them

including
learning

Privacy
Calculus

From a privacy calculus perspective, sharing personal data with the organization brings benefits
like improved individual performance and accurate appraisals through monitoring. However, these
advantages must be weighed against costs, including information loss, extended surveillance, and
challenges in understanding advanced Al data processing. A thorough assessment is crucial to
avoid legal and ethical issues. Scholars highlight factors disrupting privacy calculus, such as
underestimating disclosure consequences, difficulty foreseeing outcomes, and evolving technology
impacts on information sharing. (Mikhaeil & James, 2023; Markus, 2017), Laufer & Wolfe, 1977).

Benefits

Precise monitoring and performance evaluation (Marabelli & Newell, 2023; Newell & Marabelli,

2015)

Increased operational efficiencies and enhanced control of behaviour (Drydakis, 2022; Nyman et

al., 2023)

Opportunity for inclusive systems and societal improvements (Marabelli & Newell, 2023)

Costs

Primarily includes;
basic monitoring tools
applied for employee
surveillance and job
performance
evaluation

Result: Employees
may wrongly believe
that digital data
precisely depicts
reality, fostering
unwarranted
confidence.
Deciphering decision
rationales via analytics
demands statistical
expertise. Managers
are accountable for
analytics-backed
decisions in people-
related matters, but
employees can
request rationale
disclosure (Jain et al.,
2021).

Primarily includes
continuous monitoring,
drawing insights and
assisted management
decision-making
Result: The algorithms
and justifications
behind these decisions
are predominantly
obscure and
progressively
challenging to
comprehend.
Managers remain
responsible for data-
driven and
technologically derived
decisions, even though
they may struggle to
explain and justify
them in a logically
understandable
manner (Alter, 2020;
Marabelli et al., 2021)

Primarily includes
behavioural analysis,
creative task
execution, tracking
activies on  and
augmented decision-
making

Result: The complexity
of algorithms can
exceed the
comprehension of both
employees affected by
their application and
the managers who
implement them.
Assigning
accountability for
decision-making and
actions at a specific
human level becomes
challenging, potentially
resulting in decisions
being  viewed as
arbitrary and irrational
(Gal et al., 2020)

Primarily  includes
extensive regulating
of activities using
comprehensive
emotions accounting
Result: Opaque
decisions create
accountability
challenges for
employees, the
organization, and
analytics providers.
This fosters a sense
of  powerlessness,
hindering oversight
and potentially
obscuring power
structures, leading to
information
asymmetries.

High level of
algorithm aversion in
this context among
the employees (Gal
et al., 2020)

Alternatives to
mitigate  the
potential risks

Designing mechanisms of information disclosure by suggesting the benefits of information
disclosure (Mikhaeil & James, 2023)
Development of technologies, such as explainable Al to reduce the information asymmetry

of using Al between user and algorithm (Bauer et al., 2023). Also, usage of technologies, such as RFID to
protect the user data (Mitrokotsa et al., 2010)
Executing the design principles to enhance information transparency and related coping
mechanisms (Lyytinen & Grover, 2017)
Planning the alternatives of privacy cost with the benefits derived for the information provider
(Nicolescu et al., 2018)
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Addressing this gap requires a multidisciplinary approach that integrates insights from 1S, psychology, and
organizational behavior. Future research should explore the specifics of Al technologies and their evolving
impact on the employee-organization relationship, aiming to develop comprehensive, ethical, and privacy-
conscious frameworks for Al integration in workplaces. This approach will enrich academic understanding
and guide organizational practices and policy development in the rapidly advancing Al landscape.

54 Al-ethics Perspective

In the nascent field of Al research pertaining to employee privacy, our findings signal the need for more
profound investigation. Future research should explore Al's effects on the various dimensions of
employees' professional lives, encompassing self-identity, career development, stress, and engagement.
A comprehensive approach transcending privacy concerns is required to reveal the full implications of
integrating advanced Al in the workplace. Furthermore, the rise of empathetic intelligence in Al beckons a
novel research domain (Huang & Rust, 2018). As Al systems grow more adept at understanding human
emotions, it becomes imperative to understand how this emotional acuity affects privacy dynamics, aiming
to proactively address the ethical quandaries posed by such emotionally aware Al technologies (Benbya
etal., 2021).

The shift towards Al systems with heightened emotional intelligence amplifies the stakes for organizational
privacy, potentially transforming human roles within corporate procedures. This evolution necessitates an
ethical inquiry into the influence of super-intelligent Al on organizational privacy practices. Crafting ethical
guidelines and policies for the deployment of advanced Al is essential, ensuring responsible application
within business contexts. Consequently, examining Al's impact on employee privacy becomes a complex
endeavor, extending beyond prevailing discussions to a wider examination of its extensive effects on
individual and organizational dynamics, underscoring the imperative for holistic research that informs both
theoretical frameworks and practical applications.

5.5 Lack of Empirical Research in the Space of Advancing Al-employee Privacy

In the realm of IS research, there exists a notable gap in empirical studies specifically addressing Al's
impact on employee privacy, in contrast to the broader focus on consumer privacy. This oversight limits
the comprehensive understanding of how Al influences privacy dynamics within the workforce, despite its
growing presence and transformative role in modern organizations (Cheng et al., 2022; Hui et al., 2007).
Given Al's rapid integration into organizational systems and decision-making processes, it is critical that
future research focuses on examining its effects on employee privacy, an aspect that remains
underexplored in the existing IS literature (Diederich et al., 2022).

Furthermore, the field of Industrial and Organizational Psychology recognizes the complexity of these
privacy issues within the context of advancing Al (Bostrom, 2020), yet this nuanced perspective is often
insufficiently mirrored in IS research. A detailed, multidisciplinary investigation is necessary to understand
how Al’s rapid proliferation within organizational structures affects employees' experiences of privacy.

The evolving regulatory landscape surrounding Al usage introduces additional complexity (Labadie &
Legner, 2023). As governments and regulatory bodies ramp up their oversight, there is an increased
urgency for comprehensive, in-depth research within the IS domain. This research is essential for
advancing academic discourse and guiding the development of informed organizational policies that
balance technological advancement with privacy protections.

Moreover, with the emergence of Al systems equipped with empathetic intelligence, a new field of inquiry
is beckoning (Huang & Rust, 2018). As these systems become more proficient at understanding human
emotions, exploring how their emotional acuity impacts privacy dynamics is crucial. This exploration must
aim to proactively address the ethical dilemmas posed by such emotionally aware Al technologies
(Benbya et al., 2021).

Integrating Al systems with enhanced emotional intelligence raises significant concerns for organizational
privacy, potentially altering human roles and interactions within corporate processes. This transformation
underscores the need for an ethical examination of how super-intelligent Al influences organizational
privacy practices. The development of ethical guidelines and policies for deploying such advanced Al
technologies is paramount to ensure their responsible application within business contexts.

Thus, examining Al's impact on employee privacy evolves into a complex endeavor that extends beyond
current discussions to a broader examination of its extensive effects on both individual and organizational
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dynamics. This necessitates holistic research that informs and enriches both theoretical frameworks and
practical applications, ensuring that the deployment of Al technologies within organizations is both
ethically sound and beneficial.

6 Implications of the Study

Our research underscores the emerging field of Al and employee privacy, elucidating various applications.
This integrative review enhances the theoretical comprehension of the Al-employee privacy nexus within
IS. By adopting a comprehensive perspective on Al's impact on employee privacy, our study transcends
disciplinary boundaries and synthesizes findings from diverse fields. This inclusive approach allows us to
present contemporary and holistic insights into the intricate implications of advancing Al technologies on
employee privacy in organizational contexts. The subsequent section explores the theoretical implications,
offering valuable insights for IS researchers, practitioners, and policymakers.

6.1 Contribution to Information Systems Research

This manuscript makes four theoretical contributions to the field of IS by addressing crucial aspects of Al
integration and employee privacy within organizational contexts. First, we introduce a contemporary
framework that systematically organizes existing knowledge on Al and employee privacy. This framework
integrates multidisciplinary perspectives, including ethical considerations, decision-making dilemmas, and
compliance with legal standards, offering a comprehensive analysis that surpasses previous reviews (e.g.,
Enholm et al., 2022; Heyder et al., 2023).

Second, our integrative systematic review highlights Al's dynamic and evolving nature, addressing the
critical need for a domain-specific discussion beyond the generic viewpoints prevalent in existing literature
(Mettler, 2023; Vial, 2019). Our work rigorously dissects the changing paradigms of Al, particularly
emphasizing its implications for workplace privacy, an area that has received limited focus thus far.
Through our comprehensive framework, we identify and articulate crucial gaps in both empirical and
theoretical domains of Al research, which has traditionally underexplored the nuanced impact of Al on
employee privacy. We present an elaborate synthesis of the current research, methodically mapping the
intellectual landscape to guide future scholarly endeavors. This mapping not only elucidates the areas
lacking robust research but also proposes new avenues for inquiry, adapting continuously to the rapid
advancements in Al technologies. By fostering a deeper understanding of the evolving implications of Al-
driven surveillance on employee privacy, our review is a foundational resource that encourages further
exploration into these less charted waters. The targeted research questions we propose are specifically
designed to probe into these dynamic aspects, setting the stage for future research that can build upon
our findings to advance the discourse in the IS community significantly.

Third, the current literature predominantly consists of systematic reviews with a narrow focus on specific
Al applications within organizational settings (e.g., Enholm et al., 2022; Heyder et al., 2023), primary
surveys and interviews of concerned stakeholders (e.g., Mikhaeil & James, 2023; Fox & James, 2021;
Mettler, 2023), and perspective pieces on Al applications or detection techniques (e.g., Marabelli &
Newell, 2023; Sewak et al., 2023). While valuable, these studies often lack a holistic view and do not
construct a robust theoretical framework that adequately addresses the broad implications of Al on
employee privacy. Our review uniquely addresses this gap by systematically compiling and analyzing
literature that spans multiple dimensions of Al applications and their privacy implications, providing a
broader perspective that has been largely absent in current research. Furthermore, most existing studies
lack a robust theoretical framework integrating advancing Al technologies with the complex dynamics of
employee privacy (Benbya et al., 2021; Jain et al., 2021). Our work contributes significantly to this area by
developing an overarching framework that synthesizes existing findings and guides future research on the
intersection of Al and privacy (refer to Table 2).

Table 2. Comparison with some of the Extant Reviews

Study

Focus Area

Key Findings

QOur Contribution

Enholm et al. (2022);
Heyder et al., 2023

Specific Al applications in
organizations and
Employee perspectives on
Al

Highlighted narrow impacts
of Al on business
processes and discussed
general employee
concerns

Broad examination of Al's
multifaceted impact on
privacy and detailed
exploration of privacy
calculus in Al context
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Mikhaeil & James | Stakeholder surveys and | Focused on concerns | Integrated framework for
(2023); Fox & James, | interviews regarding specific Al tools Al privacy calculus

(2021); Mettler, (2023);
Papagiannidis et al.,
(2023); Wiener et al,

(2023)

Marabelli & Newell | Perspective pieces on Al | Provided insights into | Comprehensive analysis
(2023); Sewak et al., | detection techniques specific Al applications across multiple Al
(2023) dimensions

Last, our review highlights a significant gap in the exploration of employee privacy calculus in the context
of advancing Al technologies within organizational settings. Expanding on the theoretical implications of
privacy calculus (Mikhaeil & James, 2023), our study explores how shifts in privacy calculus occur amidst
the widespread integration of Al technologies. Privacy calculus, traditionally understanding the trade-off
between the benefits and the perceived risks of data sharing among employees, is critical as Al becomes
pervasive in organizational settings. Our work challenges IS researchers to address these evolving
considerations through innovative solutions that uphold ethical standards while fostering technological
progress. We assert that as Al technologies advance, they reshape the landscape of employee privacy
considerations by altering the balance between benefits and risks associated with data sharing. The
introduction of various Al technologies—from descriptive to autonomous—raises complex questions about
surveillance, data bias, decision-making autonomy, and the transparency of Al processes. These factors
compel a re-evaluation of the privacy calculus framework within contemporary workplaces.

Our paper synthesizes existing research on Al and employee privacy to offer a multi-dimensional view that
integrates diverse scholarly contributions. We emphasize the evolving nature of Al technologies and their
complex impacts on privacy calculus, urging a balanced exploration of these advancements against
ethical standards to protect employee privacy in increasingly digital environments. This integration
enriches the theoretical corpus within the information systems field (Robert et al., 2020; Teebken & Hess,
2021), laying a robust foundation for future research to navigate both theoretical nuances and practical
implications of Al in workplace privacy.

6.2 Implications for Practitioners and Managers

In IS research, the focus on privacy management often revolves around broad strategies like policy
enforcement and trust-based disclosure (Bauer et al., 2023; Heyder et al., 2023). These approaches,
however, may not fully capture the nuances of employee privacy calculus, particularly as Al's capabilities
continue to evolve. As Al technologies become more embedded in everyday business operations,
traditional privacy management methods increasingly fall short, potentially leading to ethical breaches and
damage to organizational reputation. It is essential to develop comprehensive strategies that leverage Al's
benefits and prioritize preserving employee privacy and strengthening organizational trust. To address
these challenges, we propose several practical, actionable strategies for practitioners.

First, we advocate for leveraging technologies like RFID (Mitrokotsa et al., 2010) to add an extra layer of
protection to user data. Such technologies enforce privacy safeguards automatically and that can include
mechanisms like Al-driven pseudonymization of personal data before analysis. This approach minimizes
privacy risks while allowing organizations to glean valuable insights from the data they collect. Integrating
RFID helps ensure that privacy protection is built into the fabric of technological operations, offering a
proactive approach to privacy management that is both effective and scalable.

Second, it is crucial for organizations to establish transparent communication about Al data practices
(Mikhaeil & James, 2023). This involves explicitly outlining what data is collected, how it is utilized, and the
measures implemented to protect it. Transparency builds trust and empowers employees by clarifying
how their data is handled. For example, integrating explainable Al can bridge the information gap between
users and algorithms (Bauer & Gill, 2023). Establishing open channels for employees to express concerns
or request information about data usage further enhances this trust, making transparency a cornerstone of
ethical Al deployment.

Third, a participatory design approach to Al system development is highly recommended. By involving
employees in the creation and implementation of Al systems, organizations can address privacy concerns
more effectively and ensure that the systems align with user expectations and needs. This approach helps
fine-tune the technology to suit the specific privacy concerns of employees and fosters a sense of

Volume 55 10.17705/1CAIS.05523 Paper 23



619 Watch Out, You are Live! Toward Understanding the Impact of Al on Privacy of Employees

ownership and acceptance among the workforce, thereby enhancing the overall effectiveness of Al
solutions.

Fourth, continuous education and training on Al capabilities are required to resolve privacy issues. As Al
technology evolves rapidly, keeping HR professionals and employees informed about the latest
developments and potential privacy implications is crucial. Regular training programs can help demystify
Al technologies, making it easier for employees to understand how Al works and its privacy implications,
thus promoting a more informed and conscientious use of technology in the workplace. Alongside
designing a strategic plan for incentives to reduce privacy costs, considering the benefits for information
providers (Nicolescu et al., 2018) forms an integral part of the comprehensive approach to countering the
negative implications of evolving Al on employee privacy.

Finally, implementing ethical Al frameworks that include strong privacy considerations is essential. These
frameworks should guide the development and deployment of Al technologies, ensuring that ethical
concerns are considered alongside technical and business objectives. An ethical Al framework helps
balance the benefits of Al with the need to protect employee privacy, thus supporting sustainable and
responsible use of Al in organizational settings. Through these measures, organizations can navigate the
evolving Al landscape while safeguarding the privacy rights of their employees.

6.3 Implications for Policy Makers

Our study offers several key implications for policymakers navigating the complex interplay of Al and
employee privacy. First, our research underscores the necessity for policymakers to comprehend and
address the ethical considerations and potential risks associated with the pervasive integration of Al in
workplace settings. As Al technologies continue to evolve, there is a pressing need for flexible and
sensitive regulations to the specific contexts in which Al is employed. This approach should aim to move
beyond rigid, one-size-fits-all solutions to embrace adaptive regulatory frameworks that can respond
dynamically to the changing nature of Al technologies and their applications in various sectors. This
ensures that regulations remain effective and relevant, safeguarding employee privacy without hampering
the integration of new technologies.

Second, the study highlights several positive applications of Al that can enhance productivity and
decision-making in organizational contexts. However, it also calls for balanced regulations that protect
employee privacy while still fostering the beneficial uses of Al. Policymakers are encouraged to formulate
regulations that prevent privacy invasions and support technological innovation and its positive
contributions to the workplace. An example of such balanced regulation is the 2023 facial recognition
technology law in Maryland, which mandates employer transparency and obtains consent before using
advanced biometric tools during recruitment processes (Glasser & Forman, 2020; Gaines, 2023). This
kind of legislation exemplifies protecting individual rights while not stifling technological advancement.

Next, as Al technologies rapidly advance, particularly in areas like detection algorithms, it becomes crucial
for policies to keep pace and anticipate future developments. Policymakers should foster an environment
that incentivizes the research and development of new Al technologies that come with robust privacy
protections. Furthermore, collaboration with technology platforms to establish standards and guidelines for
Al governance is essential. By doing so, policymakers can help create a comprehensive regulatory
framework that supports responsible Al usage, effectively addresses emerging privacy concerns, and
ensures that technological advancements contribute positively to society.

6.4 Implications for Employees

Our research highlights three critical implications for employees in the context of Al integration in the
workplace. First, employees should become well-informed about their privacy rights and organizational Al
policies. Understanding what data is collected, how it is used, and the measures to protect their privacy
empowers employees to make informed decisions and advocate for their privacy. By familiarizing
themselves with these policies, employees can better question and challenge any overreach or misuse of
Al technologies (Mikhaeil & James, 2023).

Second, leveraging available privacy protection tools and settings provided by organizations is crucial.
These tools can include options to opt out of specific data collection practices, adjust privacy settings on
workplace devices, and use encryption for sensitive communications. Proactively managing these settings
helps employees safeguard their personal information and maintain greater control over their privacy
(Lyytinen & Grover, 2017).
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Last, employees should actively participate in discussions about Al implementation within their
organizations and advocate for the development and use of explainable Al technologies. Explainable Al
reduces the information asymmetry between employees and Al systems by providing clear,
understandable explanations for Al decisions, thus fostering trust and transparency (Bauer et al., 2023).
Moreover, understanding the concept of privacy calculus for different Al technologies—such as descriptive
Al, predictive Al, prescriptive Al, and autonomous Al—enables employees to evaluate the trade-offs
between the benefits of Al integration and the potential privacy risks. This knowledge helps employees
engage in informed dialogues with management and contribute to developing balanced and ethical Al
practices within their organizations (Nicolescu et al., 2018). Also, employees are encouraged to participate
in training sessions to understand Al technologies better (Cheng et al., 2022). Such involvement ensures
that Al systems are designed and implemented with employee concerns in mind, fostering a more
inclusive and transparent work environment.

By adopting these strategies, employees can play an active role in managing their privacy and ensuring
that Al systems are implemented in ways that respect their rights while enhancing organizational
efficiency. This collaborative approach between employees and management can lead to a balanced
integration of Al, maximizing its benefits while minimizing privacy risks.

7 Limitations

While providing valuable insights, our research on Al and employee privacy is subject to several
limitations. A primary limitation is our reliance on secondary data sourced mainly from academic studies in
the IS literature. This methodological approach inherently narrows the scope of our analysis. Although we
have included primarily IS literature to enrich our dataset, the diversity of sources remains limited. This
constriction may overlook some nuanced interpretations and emerging concepts in the fast-evolving field
of Al. Additionally, our study's framework is based on a set of predefined keywords searched across
prominent databases, which may not capture all relevant studies due to the inconsistent nature of Al
terminologies and the interdisciplinary impacts of Al on employee privacy. As a result, some pertinent
studies might not have been included due to these search constraints or access limitations.

Further, this study's framework and data sources, while laying a solid foundation for understanding the
broad impacts of Al on employee privacy, do not delve into the complexities introduced by individual
differences in privacy perception. Our approach, therefore, might not fully encapsulate the personalized
and context-specific nuances that influence privacy attitudes and behaviors in the face of Al integration in
organizational settings. Our current study's scope does not extend to dissecting these individual variances
comprehensively. We acknowledge this limitation, as the individual difference factor in privacy
expectations could provide deeper insights into how employees perceive and react to Al-driven privacy in
the workplace.

8 Conclusion

Our study offers a comprehensive integrative review of the literature at the juncture of Al and employee
privacy. Recognized as crucial in the academic discourse (Torraco, 2005; Webster & Watson, 2002), this
integrative review synthesizes existing research to form new insights and conceptual frameworks. Our
paper stands out as one of the initial exhaustive reviews in this area, extending beyond previous works
that focused on narrower aspects or specific domains.

In conducting this review, we have critically assessed the current literature, highlighting the essential
facets of the Al and employee privacy dialogue that require further exploration. The framework proposed
in our paper is designed to guide and structure future research in this field. We aspire for our review to act
as a catalyst, encouraging interdisciplinary collaboration to explore the complex effects of Al on employee
privacy. This collaborative exploration is vital for deepening our collective understanding, navigating the
challenges, and capitalizing on the opportunities presented by this significant technological evolution.
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