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Abstract. Recent advancements in artificial intelligence (Al) have enabled the
creation of deepfakes - highly realistic, manipulated multimedia that challenge
the ability to discern authenticity. This paper investigates reliance on Al advice
within deepfake detection using a judge-advisor system, where participants first
provide an initial judgment and then could revise it after viewing an algorithm's
evaluation. Data were analyzed using Qualitative Comparative Analysis to assess
how Al literacy, trust in a deepfake detection tools recommendation, and algo-
rithm aversion interact with authenticity assessment in shaping reliance on Al
advice. Findings reveal that participants only revised their decisions when the
tool indicated that the video was genuine. Multiple sufficient configurations in-
dicate that combinations of high aversion, low trust, or high Al literacy, alongside
authenticity assessment, drive reliance on Al advice. These results advance un-
derstanding of human-Al interaction in deepfake detection and offer practical in-
sights for designing more resilient and transparent deepfake detection systems.

Keywords: Deepfake, Reliance on Al Advice, Qualitative Comparative Analysis
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1 Introduction

Recent advancements in artificial intelligence (Al) have unlocked the capability to
create deepfakes, highly realistic, Al-generated multimedia in which videos, images, or
audio are synthetically manipulated to appear authentic (Altuncu et al., 2024). While
deepfakes hold promise for innovative applications in entertainment and creative in-
dustries (Altuncu et al., 2024), they simultaneously blur the line between real and ma-
nipulated media, making it increasingly difficult for audiences to distinguish genuine
from manipulated content (Vasist & Krishnan, 2022). This growing ambiguity poses
serious threats, including the spread of misinformation, reputational damage, and the
destabilization of political and social systems. A notable example is a 2022 deepfake
video of President Zelenskyy falsely calling for military surrender, illustrating the tech-
nology’s destabilizing potential (Telegraph, 2022; Vasist & Krishnan, 2022).
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Effectively addressing these challenges requires both enhanced media literacy, ena-
bling individuals to critically assess multimedia content (Hoes et al., 2024) and techno-
logical tools, such as deepfake detection tools (Rana et al., 2022). Those tools effec-
tiveness, as seen with TikTok’s Al-generated content flag, still depends significantly
on user trust and engagement (Alexander et al., 2018). Hence, reliance on Al advice
becomes crucial; calibrated trust and reliance on accurate algorithmic recommendations
may reduce harmful deepfake impacts (Wischnewski et al., 2023).

Despite extensive research on deepfake detection (Altuncu et al., 2024; Heidari et
al., 2023) and media literacy interventions (Hoes et al., 2024), theoretical insights re-
main sparce regarding cognitive and social processes driving reliance on Al advice.
Few studies explicitly examine how users integrate automated recommendations into
their judgment, especially concerning trust calibration (Wischnewski et al., 2023), cog-
nitive biases (Dietvorst et al., 2015), and prior Al experience. Addressing this theoret-
ical gap is crucial for better understanding decision making behavior in the context of
deepfake detection.

To address this, the present research investigates the research question: What factors
influence participants' reliance on Al advice in the context of deepfake detection?

Understanding users' decision-making processes regarding reliance on or rejection
of algorithmic recommendations has profound implications for optimizing human-Al
collaboration in combating misinformation (Kaur et al., 2024). The study employs a
judge-advisor system in an online experiment, analyzing collected data through Quali-
tative Comparative Analysis (QCA) to systematically assess how user trust, Al literacy,
and other psychological factors influence reliance on Al advices.

By linking the technological evolution of deepfakes with human cognitive decision-
making processes, this paper aims to shed light on both the promise and limitations of
current deepfake detection systems. These findings offer insights crucial for designing
more effective detection systems that encourage critical engagement and balanced reli-
ance on algorithmic recommendations in an era of pervasive Al-driven media manipu-
lation.

2 Theoretical Background

2.1  Deep Fake Technology and Detection Tools

Deepfakes refer to hyper-realistic media, including videos, images, and audio, gener-
ated or altered using sophisticated deep learning techniques (Altuncu et al., 2024; Fagni
et al., 2021; Heidari et al., 2023). Initially emerged as a method for face-swapping in
videos, deepfake technology has rapidly evolved, now enabling realistic synthetic
voices and entirely fabricated personas primarily through Generative Adversarial Net-
works (Rana et al., 2022).

On the beneficial side, deepfakes have promising applications in film, advertising,
and digital arts, enabling innovative storytelling and creative expression (Kaur et al.,
2024). However, their negative potential is equally significant, facilitating misinfor-
mation, reputational damage, and even political or financial destabilization (K&bis et



al., 2021; Vasist & Krishnan, 2022). These dual effects underscore the complexity of
deepfakes and the critical need for effective countermeasures.

To mitigate risks, researchers advocate a two-fold strategy: enhancing media literacy
to better equip individuals to discern manipulated content (Hoes et al., 2024; Kietzmann
et al., 2020), and developing advanced Al-based tools to automatically detect synthetic
media (Al-Khazraji et al., 2023). Current detection methods predominantly employ
Convolutional Neural Networks and occasionally Recurrent Neural Networks, to iden-
tify slight inconsistencies introduced during the synthesis process (Heidari et al., 2023;
Kaur et al., 2024).

These tools identify subtle visual and acoustic inconsistencies, such as unnatural fa-
cial movements or spectral noise, that arise during media synthesis (Heidari et al., 2023;
Verdoliva, 2020). However, they remain limited in generalizability and are vulnerable
to adversarial attacks, fueling a technological arms race between creators and detectors
(Gowrisankar & Thing, 2024; Kaur et al., 2024).

Deepfakes, while related to fake news, pose unique detection challenges due to their
dynamic and multimedia nature (Kumari et al., 2022; Pennycook & Rand, 2019). Fake
news refers to deliberately misleading information, amplified by social media and al-
gorithmic curation. Information Systems (IS) research has examined its characteristics
(Budak et al., 2024; Khan et al., 2022), trust-building mechanisms (Rochlin, 2017), and
countermeasures (Chen et al., 2023; KieRling et al., 2021). Recently, scholars have also
started investigating deepfakes explicitly as tools for fake news dissemination, studying
their unique attributes and how audiences interact with such synthetic misinformation
(Feuerriegel et al., 2023; Vaccari & Chadwick, 2020).

Overall, while deepfake detection tools constitute an essential defensive layer, their
existing limitations underscore the need for continued advancements and complemen-
tary strategies. Effective solutions should integrate cross-verification with trusted
sources and enfoster individuals' capabilities to critically evaluate digital content.

2.2  Reliance on Al advice

Modern decision-making is increasingly augmented by algorithmic recommendations.
Algorithms now guide a wide range of decisions, from interpreting medical images to
recommending movies and optimizing routes (e.g., Ochmann et al., 2020; Reich et al.,
2023). They serve as crucial advisors in both everyday choices and high-stakes domains
such as hiring (Dargnies et al., 2024), lending (Hessler et al., 2022), and medical diag-
nostics (Jussupow et al., 2021). This widespread use has spurred growing interest in
understanding how individuals perceive and integrate algorithmic advice into their de-
cision-making processes.

Despite these advances, algorithm aversion, the tendency to prematurely reject algo-
rithmic advice, especially after errors, is a bias driven by users’ disproportionate reac-
tions to mistakes, even when performance remains high (Dietvorst et al., 2015;
Jussupow et al., 2024). Studies show that people weigh human input more heavily than
algorithmic input when combining advice (Lu & Zhang, 2024) and judge professionals
more harshly for following algorithmic recommendations rather than humans advice
(Bauer & Gill, 2024). This bias often leads to the premature abandonment of automated



systems, a pattern less evident when human advice is involved (Bonezzi et al., 2022;
Renier et al., 2021).

Error sensitivity is crucial in high-stakes environments like deepfake detection.
While some experimental paradigms portray algorithms as highly accurate, real-world
detection tools often show variable performance influenced by manipulation tech-
niques, input modalities, and domain-specific generalizability (Jussupow et al., 2024).
Users may anticipate potential errors, even if not directly observable, resulting in cau-
tious or inconsistent reliance on Al. This underscores the significance of perceived re-
liability in shaping user trust and reliance on Al advice.

Several factors shape reliance on algorithmic advice, including user-level character-
istics and perceptions of system reliability (Klingbeil et al., 2024). Among the most
commonly referenced are trust, Al literacy, and algorithm aversion. Trust in algorith-
mic systems is a central determinant in advice-taking behavior. Users must have confi-
dence in an algorithm’s competence and intentions to accept its recommendations (Lee
& See, 2004). Prior research has identified several factors that shape trust in algorithmic
advice, including perceived performance and accuracy (Kim & Song, 2023), transpar-
ency and explainability (Wanner et al., 2022), and the stakes of the decision context
(Saragih & Morrison, 2022).

Al literacy, understood as users’ knowledge of artificial intelligence systems and
their principles, plays an essential role in moderating reliance behavior (Pinski &
Benlian, 2024). When users comprehend an algorithm’s operational principles, they are
more likely to accept its recommendations and use them appropriately (You et al.,
2022). Enhanced Al literacy helps unravel the so-called “black box” nature of these
systems, fostering more informed and balanced reliance (Cadario et al., 2021).

While substantial research has elucidated factors influencing reliance on Al advice
(e.g., Bauer & Gill, 2024), a critical gap remains in understanding how these factors
interact in novel, high-stakes contexts—such as deepfake detection. The unique chal-
lenges posed by deepfake technology (e.g., the rapid evolution of synthetic media and
the high potential for misinformation) call for an examination of whether established
drivers of reliance on Al advice apply similarly (Jussupow et al., 2024; Leffrang &
Mueller, 2024). In particular, the interplay between user trust, error sensitivity, and Al
literacy in the context of deepfake detection tools remains underexplored.

Deepfake detection represents a distinct and underexplored domain of reliance on
Al advice for several reasons. Unlike traditional contexts such as navigation or hiring,
users must evaluate not just the correctness of the recommendation, but also the authen-
ticity of highly deceptive visual or auditory content, often without clear ground truth or
immediate feedback. This adds a layer of epistemic uncertainty that complicates reli-
ance calibration. Moreover, deepfake detection is often emotionally and politically
charged, involving content with reputational, legal, or social consequences. These con-
textual features may intensify cognitive biases such as algorithm aversion or overreli-
ance, making it imperative to examine whether established insights from other domains
generalize to this setting.



3 Method

3.1 Experimental Design and Procedure

An online experiment was conducted to examine the influence of different factors on
reliance on Al advice. Upon providing informed consent, participants received a de-
tailed description of the study. They were then randomly presented with four videos
(two genuine and two deepfake). For each video, participants first watched the clip and
then rated whether they believed it to be genuine or a deepfake. Subsequently, partici-
pants were shown the outcome produced by the deepfake detection tool of deepware.ai
(see Figure 1). The tool was introduced to them in the following way: “To counter and
detect Deepfakes, software and hardware tools have been developed specifically to de-
tect them. These tools analyse visual and acoustic anomalies, such as errors in facial
movements, unnatural voices, and examine file metadata to identify possible manipu-
lations.” Although participants were unaware, the tool's recommendations presented in
the experiment were 100% accurate. After viewing the tool's output, participants were
given the opportunity to revise their initial judgment regarding the video’s authenticity.
This procedure is known as judge-advisor system paradigm (Sniezek & Buckley, 1989).
Following the four video-rating rounds, participants completed a post-experiment ques-
tionnaire and were subsequently debriefed regarding which of the videos watched were
deepfakes. Debriefing was essential to ensure participants understood the deceptive na-
ture of deepfake content, to correct any potential misconceptions arising from exposure
to manipulated media, and to mitigate potential distress or confusion caused by viewing
realistic but falsified videos (Greenspan & Loftus, 2022).
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Figure 1. Stimuli for the Outcome of the Deepfake Detection Tool (Genuine vs. Deepfake)

3.2 Sample Description

A total of 62 participants were initially recruited from the University of Innsbruck’s
mailing lists. 10 participants were excluded because they failed at least one of the two
administered attention checks (e.g., “This is an attention check. If you are reading this,
please select "strongly agree™), resulting in a final sample of 52 participants. The final
sample comprised 27 females and 25 males, with a mean age of 24.86 years (M =
24.86, SD = 4.74). Regarding their highest level of education, 33 participants reported
having a high school diploma as their highest qualification, 14 held a bachelor's degree,
and 5 had attained a master's degree. Looking at the participants initial judgement, they
achieved a detection rate of 39.9% overall.



3.3 Qualitatative Comparative Analysis

QCA is employed as a robust method that is gaining attention in IS research (Lee et al.,
2019; Mattke et al., 2021). This approach is particularly appropriate when the sample
size is too small for general linear regression models yet too extensive for traditional
cross-case analysis (Mattke et al., 2022; Oana et al., 2021). Unlike regression or struc-
tural equation modeling, which focus on net effects of individual variables (Mueller &
Hancock, 2018), QCA identifies equifinal and conjunctural causal configurations, mak-
ing it well suited for exploring complex, condition-based outcomes like reliance on Al
advice. Rooted in set theory, the mathematical discipline that examines the relation-
ships among well-determined collections of objects (Schneider & Wagemann, 2012),
QCA allows researchers to systematically evaluate configurations of causal conditions
(Oana et al., 2021). In this study, a combination of fuzzy and crisp sets is utilized to
accommodate the mixed nature of the data, where Likert-scale measurements are
treated as fuzzy sets and other binary variables are modeled as crisp sets (Schneider &
Wagemann, 2012). The analytical procedure adheres to the established guidelines for
executing QCA in IS by Mattke et al. (2021) ensuring a rigorous and context-sensitive
investigation of complex causal relationships.

3.4  Measurement and Calibration

Causal Conditions. Four conditions were included in the analysis: Al literacy, aver-
sion, trust, and authenticity assessment. The calibration process utilized both fuzzy and
crisp set methods to reflect the nature of each variable and to capture nuanced differ-
ences within the data. Authenticity assessment was measured as a binary variable and
therefore calibrated as a crisp set, clearly distinguishing whether the tool classified the
video as genuine (unaltered; coded as 0) or deepfake (manipulated; coded as 1).

For the conditions assessed as fuzzy sets, established scales were utilized. Al literacy
was measured using the 16-item scale developed by Weber et al. (2023), which includes
questions designed to evaluate both the social and technical dimensions of participants'
Al literacy. Trust was operationalized using the 25-item scale by Madsen & Gregor
(2000), comprising five items for each of the following dimensions: perceived reliabil-
ity, perceived technical competence, perceived understandability, faith, and personal
attachment. This scale was selected for its ability to capture both cognitive and affective
components of trust, providing a multidimensional perspective that surpasses narrower
instruments focused solely on constructs like reliability or competence. It is widely
cited in IS, HCI, and technology trust research, and strikes a balance between concep-
tual comprehensiveness and participant manageability (e.g., Flgener et al., 2021,
Vossing et al., 2022). In the case of aversion, a new measure was constructed in line
with recent literature (Jussupow et al., 2024; Wang et al., 2024), consisting of three
items that capture participants’ willingness to use a deepfake detection tool, perceived
decision-making support, perceived comparative performance. This measure was de-
veloped to assess algorithm aversion as a cognitive bias (Dietvorst et al., 2015), distinct
from behavioral reliance measures such as weight on advice. While reliance could be
inferred from decisions in the binary task, the self-report scale provides insight into



participants' subjective resistance to algorithmic assistance, an essential aspect of algo-
rithm aversion. Responses for trust and aversion were captured on a 7-point Likert scale
ranging from "completely disagree"” to "completely agree".

In accordance with best practices in QCA, calibration thresholds were set to align
both with theoretical distinctions and the empirical distribution of the data (Mattke et
al., 2022). Al literacy conceptualized as a continuum reflecting different levels of fa-
miliarity with Al where the maximum achievebale score is 12; accordingly, it was cal-
ibrated as a fuzzy set with thresholds of 3.5, 8, and 11.5, allowing for the detection of
subtle gradations in literacy. Aversion was calibrated as a fuzzy set with thresholds at
12, 15, and 21, reflecting the first quartile, median, and maximum values observed in
the data, and drawing on established theories of risk and aversion (Kahneman &
Tversky, 1979; Wang et al., 2024). Similarly, trust was operationalized as an aggregate
construct, calculated as the sum of scores across the five dimensions. It was calibrated
as a fuzzy set using thresholds of 15, 20, and 25, informed by both the distribution of
trust scores and previous research on trust in technological systems (Lee & See, 2004).

Outcome Condition. The outcome variable, reliance on Al advice, was operationalized
as a crisp set using a threshold of 0.5. A case was coded as “1” (indicating reliance on
Al advice) if the participant’s final decision changed to match the recommendation
provided by the deepfake detection tool. Notably, if a participant’s initial guess was
correct, no reliance on Al advice was recorded, ensuring that only changes in decision
reflecting tool influence were captured.

4 Analysis and Results

Following the guidelines of Mattke et al. (2021), a QCA was performed to examine the
combinations of conditions leading to reliance on Al advice. We conducted both an
analysis of necessary conditions and an analysis of sufficient configurations in line with
established QCA procedures (Mattke et al., 2022). Four causal conditions were in-
cluded in the analysis: Al literacy, aversion, trust, and authenticity assessment. In the-
ory, these four conditions yield 16 (2*) possible configurations. With a total of 208
observations (52 participants each rating 4 videos), our sample size is sufficient accord-
ing to the criteria proposed by Oana et al. (2021).

A truth table (see Table 1) was constructed that displays all possible configurations
along with the number of cases per configuration, raw consistency (incl), and the pro-
portional reduction in inconsistency (PRI). In our data, 14 unique configurations were
observed in the data. Overall, these configurations cover 87.5% of the possible cases,
which is in line with or above the coverage levels typically reported in IS QCA studies
(Mattke et al., 2021). The number of cases per configuration ranged from 6 to 32, en-
suring a robust empirical basis for the analysis.

Notably, the two missing configurations are characterized by high aversion, low
trust, and low Al literacy, regardless of whether authenticity assessment was given as
0 (deepfake) or 1 (genuine). The absence of these configurations suggests that the com-
bination of high aversion with low trust and low Al literacy does not occur in the data,



irrespective of the authenticity assessment. Overall, the distribution of the outcome var-
iable was balanced, with 110 cases characterized by the rejection of Al Advice (Reli-
ance on Advice = 0) and 98 cases exhibiting reliance on Al advice (Reliance on Advice
= 1). This balanced distribution enhances the validity of the subsequent analyses.

Table 1. Truth Table of All Possible Configurations

Aversion Trust Al Auth Reliance n incl PRI
Literacy Assmt  on Advice

0 0 0 0 0 8 0.000 0.000
0 0 0 1 1 8 1.000 1.000
0 0 1 0 0 16 0.000 0.000
0 0 1 1 1 16 0.938 0.938
0 1 0 0 0 6 0.000 0.000
0 1 0 1 0 6 0.667 0.667
0 1 1 0 0 8 0.000 0.000
0 1 1 1 1 8 1.000 1.000
1 0 0 0 ? 0 - -

1 0 0 1 ? 0 - -

1 0 1 0 0 6 0.000 0.000
1 0 1 1 1 6 1.000 1.000
1 1 0 0 0 32 0.000 0.000
1 1 0 1 1 32 0875 0.875
1 1 1 0 0 28 0.000 0.000
1 1 1 1 1 28 1.000 1.000

AuthAssmt: Authentiticity Assessment

4.1  Analysis of Necessary Conditions

The analysis of necessary conditions uses the measure of proportional reduction in in-
consistency to determine whether a condition is required for advice-taking to occur
(Mattke et al., 2022). In our analysis (see Table 2), the condition authenticity assess-
ment achieves a perfect consistency score (incIN = 1.000), a coverage (covN) of 0.933,
and a Rate of Necessity (RoN) of 0.937, indicating that advice-taking occurs only when
the video is authentic. In contrast, none of the other conditions (or their negations) reach
the recommended consistency threshold of 0.90 required to be considered necessary
(Ragin, 2009) underscoring the central role of authenticity assessment in this model.



Table 2. Results of Analysis of Necessity for Advice taking (Reliance on Al Advice = high/1)
and Advice Rejection (Reliance on Al Advice = low/0)

Conditions Advice Taking Advice Rejection

incIN covN RoN incIN covN RoN
Al Literacy 0.588 0.491 0.609 | 0532 0509 0.617
~Al Literacy 0412 0435 0.690 | 0.468 0565 0.744
Aversion 0.639 0470 0521 | 0631 0530 0551
~Aversion 0.361 0461 0.763 | 0.369 0539 0.790
Trust 0.701 0.459 0.429 | 0.721 0541 0.469
~Trust 0.299 0483 0.827 | 0.279 0517 0.836
AuthAssmt 1.000 0933 0.937 | 0.063 0.067 0.517
~AuthAssmt 0.000 0.000 0.500 | 0937 1.000 1.000

AuthAssmt: Authentiticity Assessment

In summary, the necessity analysis reveals that authenticity assessment is the only con-
dition that is necessary for reliance on Al advice, whereas the other conditions do not
exhibit the necessary consistency levels.

4.2 Analysis of Sufficient Conditions

To identify sufficient configurations for reliance on Al advice, we first constructed a
truth table using an inclusion cutoff of 0.8. Next, we applied both complex and parsi-
monious minimization procedures, which yielded an identical solution, designated as
equation 1, with the solution parameters summarized in Table 3.

Aversion*AuthAssmt+ ~Trust*AuthAssmt +Al Literacy*AuthAssmt — RelyAdvice (1)

Table 3. Solution Parameters of the Analysis of Sufficiency

Configuration inclS PRI covS covU
Aversion * AuthAssmt 0.939 0.939 0.639 0.289
~Trust * AuthAssmt 0.967 0.967 0.299 0.082
AlLiteracy*AuthAssmt 0.983 0.983 0.588 0.082

0.949 0.949 0.959

Equation (1) indicates that reliance on Al advice occurs when a video is deemed au-
thentic, combined with either high aversion, low trust, or high Al literacy. The high
inclusion scores (inclS) and proportional reduction in inconsistency (PRI) values indi-
cate that these pathways are highly consistent across cases, while the raw coverage
(covS) and unique coverage (covU) values demonstrate that these configurations ex-
plain a substantial portion of the observed outcome. These findings highlight the cen-
trality of authenticity assessment in following deepfake detection advice, illustrating
the QCA principle of equifinality, different condition combinations can yield the same
outcome (Mattke et al., 2021).



4.3 Robustness Checks

To evaluate the stability of our QCA results, we conducted a series of robustness checks
following the guidelines of Oana & Schneider (2024). We reported the complete truth
table (Table 1) as recommended by Mattke et al. (2022) to demonstrate threshold ro-
bustness. Additionally, we also tested robustness to the chosen calibration anchors
(Oana & Schneider, 2024). In addition, we tested alternative calibration anchors, e.g.,
adjusting the lower bound for Al literacy from [3.5, 8, 11.5] to [3.0, 8, 11.5], which
produced consistent configuration patterns and an unchanged minimized solution.

Moreover, both the complex and parsimonious minimization procedures yielded
identical solutions, indicating a stable core unaffected by the treatment of logical re-
mainders. Together, these tests confirm that our results are not sensitive to calibration
choices and reflect genuine empirical patterns.

5 Discussion and Implications

The objective of this study was to understand which factors influence participants' re-
liance on Al advice in the context of deepfake detection. Our findings reveal, that au-
thenticity assessment emerges as necessary condition for reliance on Al advice: partic-
ipants only accepted the deepfake detection tool’s recommendation when it confirmed
that a video was genuine. This behavior suggests an asymmetry in how participants
interpret the tool's recommendations and highlights the influence of cognitive biases
such as confirmation bias. One possible explanation, though not directly tested in this
study, is that confirming a video as genuine is perceived as more straightforward or
trustworthy than identifying deepfakes. Prior work suggests that verifying authenticity
through known references may reinforce confidence (Hameleers et al., 2024). Addi-
tionally, psychological factors, such as discomfort with acknowledging manipulation,
could make “genuine” judgments more acceptable (Martel et al., 2020). Further re-
search would be needed to investigate these potential mechanisms.

This pattern persisted regardless of variations in trust, Al literacy, or aversion, suggest-
ing that the tool’s validation of authenticity is the critical driver of decision revisions.
This pattern raises concerns about the unreflective acceptance of recommendations
(Inuwa-Dutse et al., 2023), especially considering the current limitations of deepfake
detection technology (Heidari et al., 2023). These results suggest that, in our study,
participants were more inclined to accept the tool’s advice when it confirmed a video
as genuine. This raises the possibility that users currently treat such tools more as con-
firmatory aids for authenticity than as reliable detectors of manipulation. However, this
interpretation should be treated with caution, as the underlying reasons for this asym-
metry were not directly measured. On the other hand, this can also results from how
well partcipants already performed in recognizing deepfakes as the outcome variable,
reliance on Al advice, was only coded as a taken advice if the particpants initial decision
was wrong (recalling the participants’ initial jugement with an overall detection rate of
39.9%). However, if we consider the current technological possibilities in the context
of generating and detecting deepfakes it is predicted that these tools will improve in the
next few years a lot (Verdoliva, 2020). If those technologies improve it might get nearly



impossible for individuals to detect such deepfake generated content just by examining
visual cues. This future increase in detection difficulty could further heighten reliance
on algorithmic tools, especially if users develop calibrated reliance over time.

These findings close a notable theoretical gap. While previous research has predom-
inantly focused on the technological performance of deepfake detection tools (Altuncu
et al., 2024; Heidari et al., 2023) or on enhancing media literacy (Hoes et al., 2024),
few studies have examined how cognitive and social processes, such as trust calibration
and error sensitivity, interact with reliance on Al advice in high-stakes contexts like
deepfake detection (Dietvorst et al., 2015; Wischnewski et al., 2023). Our results sug-
gest that authenticity assessment is central: participants are unlikely to revise their de-
cisions unless the tool confirms genuineness. This challenges current models of algo-
rithm aversion, which predict general resistance to algorithmic input after perceived
risk or error. Instead, it shows that aversion may be selectively overridden when the
recommendation supports an existing belief.

Looking at the found sufficient configurations that result in reliance on Al advice it
can be noted that authenticity assement in combination with either high aversion, low
trust, or high Al literacy led to participants accepting the deepfake detection tools ad-
vice. Contradicting in that sense is that even if participants had a high aversion they
accepted the tool’s advice if their initial guess was deepfake and it suggested genuine.
One possible interpretation of this behavior is that participants experienced cognitive
dissonance when the tool contradicted their initial judgment. In such cases, they may
have adjusted their opinion to reduce the psychological discomfort of holding conflict-
ing beliefs (McGrath, 2017). Cognitive dissonance thus might provide a complemen-
tary theoretical lens to algorithm aversion: the discomfort of being wrong may override
a general bias against algorithms, particularly when switching one's decision restores
internal consistency. This opens up the question whether the reliance on Al advice un-
der different configurations might change when technology evolves and will become
then more important. Additionally, participants with low trust still accepted the tool’s
advice if it suggested to switch to genuine. This is in line with the above mentioned
reasons for aversion if considering trust and aversion as closely linked concepts
(Jussupow et al., 2024). Finally, partcipants with high Al literacy also accepted the tools
advice to categorize the watched video as genuine. Surprisingly, participants with high
Al literacy were still likely to rely on the tool when it confirmed authenticity. While Al
literacy is often associated with greater awareness of system limitations (Pinski &
Benlian, 2024), it may also lead to greater confidence in interpreting algorithmic out-
puts. This suggests that high Al literacy does not automatically lead to greater skepti-
cism but may, under certain conditions, increase reliance on algorithmic advice, partic-
ularly when the recommendation aligns with expectations. Given this knowledge in the
context of Al-generated content detection and the current technological possibilities for
deepfake detection it is contradicting that they followed advice (Leffrang & Mueller,
2024), however this also only holds for the assessment of the video being genuine.

For practitioners, the findings underscore the necessity for deepfake detection sys-
tems to promote not only accurate recommendations but also reflective user engage-
ment. Designers should consider incorporating transparency features that help users
understand why a recommendation is given, thereby preventing blind acceptance. As



detection technologies continue to evolve, fostering a balance between trust and healthy
skepticism will be crucial to avoid overreliance on automated advice, especially when
the cost of erroneous decisions is high (Verdoliva, 2020).

5.1 Limitations and Future Work

While this study contributes novel insights into reliance on Al advice in the context of
deepfake detection, several limitations should be acknowledged.

The sample primarily consisted of university students, which is suitable for initial
exploration of human-Al interaction due to their higher digital and media literacy.
However, this may not represent broader demographics, as reliance on Al advice could
vary in older or less tech-savvy populations. Future studies should replicate these find-
ings in more diverse samples to evaluate the generalizability of the observed configu-
rations.

Second, the deepfake detection tool used in the experiment was presented as having
100% accuracy, though participants were unaware of this. This allowed for an isolated
examination of user trust and aversion without confounding effects from performance
variability. However, real-world systems are rarely perfect. Future research should test
how reliance on Al advices change under realistic error rates, where participants are
aware of possible system fallibility.

Third, reliance on Al advice was operationalized as a binary outcome, whether a
participant changed their initial judgment to match the tool’s recommendation. While
this allowed for a clear QCA-based configuration analysis, it may oversimplify the cog-
nitive processes behind such decisions. Participants may revise their responses due to
uncertainty, cognitive dissonance, or heuristic reasoning rather than trust or aversion
alone. Including measures such as confidence ratings or open-ended justifications could
help capture these subtleties in future work.

Together, these limitations suggest valuable avenues for future investigation. Rather
than detracting from the study’s contribution, they underscore the complexity of reli-
ance on Al advice in algorithmic contexts, especially where misinformation and visual
deception are involved, and point to the importance of more nuanced, real-world ap-
proaches to studying human-Al collaboration.

6 Conclusion

This study highlights that authenticity assessment is crucial for reliance on Al advice
in deepfake detection. Participants adjusted their judgments only when the tool indi-
cated a video was genuine, suggesting a tendency for "blind following" of algorithmic
recommendations. This raises concerns about the potential for incorrect judgments in-
fluenced by the tool. Overall, our research offers insights into the factors influencing
reliance on Al advice in deepfake detection, emphasizing the importance of authenticity
assessment alongside trust, aversion, and Al literacy, which presents both opportunities
and risks for automated decision support.
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